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Abstract— Network virtualization is one of the most promising 
technology for the data centers. It was innovated to use the 
network resources efficiently by evaluating new protocols and 
services on the same hardware. This paper presents a virtual 
distributed architecture for virtualized data centers. This 
architecture group virtual machines according to their service 
types. Further, it deploys an abstraction layer for each group 
that helps in managing, controlling, and maintaining the group. 
An abstraction layer and a group of virtual machines together 
form a cluster. This abstraction layer offers several advantages, 
however, in this work, we considered network update cost 
when recovering from failures as a parameter of evaluation. 
Simulation results prove that the proposed architecture can 
detect and replace failed machines (virtual and physical) with 
low costs in comparison with the centralized approaches.  

Keyword-network virtualization; service clusters; network 
failures; virtual data center network architecture; infrastructure 
for cloud applications; abstraction of virtual resources. 

I.  INTRODUCTION  

 
This article is an extended version of our previous work 

[1]. It presents an architecture named Abstraction Layer 
based Service Clusters (AL-SC); in which virtual resources 
are grouped in clusters of various service types. Each cluster 
is managed and controlled by an Abstraction Layer (AL), 
which is a key element of this architecture and distinguishes 
it from the existing architectures. Deploying an AL offers 
several advantages to the virtual architecture; however, in 
this work we only evaluated the network update cost.  

 
Network Virtualization (NV) [2] [3] [4] [5] [6] is one of 

the most promising technologies for the data centers (DCs). 
Introduced as a mean to evaluate new protocols and services 
[7].  It is already being actively used in research test-beds 
like G-Lab [8] or 4WARD [9], applied in distributed cloud 
computing environments [10]. Now, it is seen as a tool to 
overcome the obstacles of the current internet to fundamental 
changes. As such, NV can be thought of as an inherent 
component of the future inter architecture [11]. For DCs, it 
works as a backbone technology and let concurrent 
applications execute on a single hardware. Today, NV 
approaches are even applied in the telecommunication 
market, e.g., Open-Flow [12].  

Virtualization is not a new concept. It is widely used to 
enhance the performance of DCs. With virtualization, we can 
create multiple logical Virtual Machines (VMs) on a single 
server to support multiple applications. These VMs takes the 
computation away from servers. VMware [13] and Xen [14] 
are two famous VMs proposed. However, virtualization of 
DC Networks (DCNs) aims at creating multiple Virtual 
Networks (VNs) at the top of a physical network [4]. 
Separation of VN/VNs from DCN offers several advantages, 
e.g., it allows to introduce customized network protocols and 
management policies. It lets concurrent applications run at 
the same underlying DCN and also help in securing the DC. 
On the other hand, without virtualization, we are limited to 
place a VM and also are limited in replacing or moving it.  

 
VN, a primary entity in NV, is a combination of active 

and passive network elements (nodes and links) lies on top 
of a physical network. Virtual nodes are interconnected 
through virtual links, forming a virtual topology. With node 
and link virtualization, multiple VN topologies can be 
created and co-hosted on the same physical hardware. This 
virtualization introduces an abstraction that allows network 
operators to manage and modify networks in a highly 
flexible and dynamic way.  

 
NV was envisioned to provide several features to the 

underlying infrastructure, e.g., scalability, flexibility, 
bandwidth improvement, etc. However, the existing virtual 
architectures provide only one or two features at a time. To 
enable the maximum features of NV for underlying 
architecture, in this paper, we propose AL-SC for DCs. The 
proposed architecture has two design aspects. First, it groups 
the VMs according to the service type they offer, e.g. VMs 
offering Map-reduce services can be grouped together. Note 
that, the number of services in an environment is defined by 
the network operator. Second, in order to manage, control, 
and monitor each groups, an AL is formed. It consists of a 
subset of VN switches that are separated with identifiers. A 
particular group of VMs and its’ corresponding AL forms an 
SC. To the best of our knowledge, AL-SCs is the first 
proposed architecture that can be used in the service 
orchestration in the future.  

 
An AL provides control to its cluster resources. 

Moreover, the number of switches in an AL are also 
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variable. Due to these, ALs offer several advantages to the 
architecture of AL-SC like scalability, flexibility, better 
management and control, etc. We have discussed some of 
these features in our previous works [1] [15].  In this work, 
we evaluated the effectiveness of AL-SC in terms of network 
update cost such as when recovering from network failures, 
e.g., VM or server failures. Evaluation results prove that AL-
SC requires low cost in comparison with the centralized 
virtual approaches. Though, we believe that AL-SC performs 
better than the existing distributed approaches also, e.g., 
adaptive VN [16]; however, in this work, we did not provide 
the comparison.  

 
The rest of the paper is organized as follows: in Section 

Ⅱ, we presented the background of FI model and related 
works of the paper. In Section Ⅲ, we discuss the overview, 
topology and a few other concepts of AL-VC. Section Ⅳ 
includes the mechanism to construct ALs. Section Ⅴ 
includes our evaluation and Section 6 concludes the paper.  

 

II. RELATED WORKS 

 
DCs have gained a significant attention and rapid growth 

in both scale and complexity and are acting as a backbone 
for the cloud applications [17]. Companies like Amazon EC. 
[18], Microsoft Azure [19], Facebook [20], and Yahoo [21] 
routinely use DCs for storage, search, and computations. In 
spite of their importance, architecture of today’s DCs is far 
from being ideal due to following limitations: 
 
 No Performance Isolation: Traditional DCs work as a 

single network and provide only best-effort solutions 
without performance isolation, which is required in 
modern cloud applications. 
 

 Inflexibility of the Network: Due to non-flexible nature 
of traditional DCs, it is difficult to introduce new 
protocols or services. It leads to the minimal usage of 
the infrastructure.  

 
 Limited Management: In the growing cloud application 

market, owners want control and need to manage the 
communication fabric for load-balancing, security, fault 
diagnosis, etc. However, the current architectures do 
not provide this flexibility.  

 
 Less Cost-effective: Current DCs do not provide the 

support for multiple protocols. Applications usually 
require to migrate their management policies, VMs, and 
with the lack of support, the current infrastructure is not 
cost effective.  

 
 Internet Ossification [22] [23]: The current Internet 

infrastructure is owned by a large number of providers, 
it is impossible to adopt a new architecture without the 
agreement of these stakeholders. Without consensus, 

any initiative to improve Internet services will be 
difficult in nature and limited in scope.  

 
NV is seen as a solution to all these problems. 

Virtualization of DCs resolves above mentioned issues, on 
the other hand, they are required to manage the physical 
infrastructure in the best possible ways. In literature, several 
solutions proposed for purpose. We will discuss the most 
relevant ones in this work. In [13], the authors surveyed on 
the importance of virtualization to improve flexibility, 
scalability, and resource utilization for data center networks.  
Whereas, MobileFlow [24] introduces carrier-grade 
virtualization in EPC. Diverter [25] is a software based 
network virtualization approach that does not configure 
switches or routers. It logically partition IP networks for 
better accommodations of applications and services. VL2 
[26] is a data center network architecture that aims at 
achieving flexibility in resource allocation. In VL2, all 
servers belonging to a tenant share a single addressing space 
regardless of their physical location meaning that any server 
can be assigned to any tenant.  

 
SecondNet [27] focused on providing bandwidth 

guarantees among VMs in a multi-tenant virtualized DC. It 
assumes a VDC (Virtual Data Cluster) manager that created 
VDCs. This work achieves high scalability by moving 
information about bandwidth reservation from switches to 
hypervisors. It also allows resources to be dynamically 
allocated and removed from VDCs.  Another VN 
architecture, CloudNaas [28] provides support for deploying 
and managing enterprise applications in the clouds. It relies 
on OpenFlow forwarding [12]. CloudNaas provides several 
techniques to reduce the number of entries required in each 
switch. CloudNaaS also supports online mechanisms for 
handling failures and changes in the network policy 
specification by re-provisioning the VDCs. In NetLord [29], 
a tenant wanting to run a Map-Reduce task might simply 
need a set of VMs that can communicate via TCP. On the 
other hand, a tenant running a three-tier Web application 
might need three different IP subnets, to provide isolation 
between tiers. Or a tenant might want to move VMs or entire 
applications from its own datacenter to the cloud, without 
needing to change the network addresses of the VMs. 

 
PolyVine [30] and adaptive VN [16] are two more worth 

discussing distributed approaches. Polyvine embeds end to 
end VNs in decentralized manners. Instead of technical, it 
resolves the legal issues among infrastructure providers. In 
adaptive VNs [16], every server is supposed to have an 
agent. Each server agent communicates with another to make 
local decisions. This approach is expensive and needs 
additional hardware.  

 
All the above mentioned approaches are usually 

application specific and discuss one objective at a time. 
There is hardly any approach that enable set of NV features 
to the underlying infrastructure. AL-SC tends to fill this wide 
and provides several features, some of them are discussed 
below.   
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 Scalability and Flexibility: Due to the distributed 
nature, SCs are easy to manage, monitor, and update. 
Each cluster can be managed independently without 
interrupting the operation of the network.  
 

 Facilitate service chaining: Network Service Chaining 
(NSC) [31] [32], an emerging direction in NV, can be 
easily implemented on our service clusters.  
 

 Increase network administration control: In Software 
Defined Networking (SDN) environments, where users 
need to have the control of the network to write the 
applications. Having ALs can help the network 
manager to hide underlying infrastructure.   

 
 Efficient Query Allocation: Another advantage of 

service clustering is that it can save the search and 
allocation time of Virtual Network Requests (VNRs). 
When virtual resources are exclusively grouped in 
clusters, VNRs can quickly find their desired VMs.  

 
Note that, some of these features of AL-SC are discussed 

in our previous works and some we plan to discuss in the 
future.  
 

III. SYSTEM OVERVIEW 

 
This section discusses the overview of AL-SC. This work 

does not contain any VN mapping algorithm. However, the 
algorithm can be adopted from the literature, e.g., [33] [34] 
[35]. In [33] a VN mapping algorithm is provided that maps 
the VNs to underlying physical network in distributed and 
efficient manners. In [34] VN mapping algorithm also meet 
the bandwidth demands. There are many other algorithms 
exists in the literature. Any of that can serve the purpose. 
Therefore, in this work, we assume that VMs are already 
mapped at the hosts. Table Ⅰ  includes the list of the 
abbreviations used in this paper.  

 

TABLE I.  USED ABBREVIATIONS  

Acronym Descriptions 
AL-SC Abstraction Layer based Service Clusters 
AL Abstraction Layer 
NV Network Virtualization  
DC Data Center 
VM Virtual Machine 
DCN Data Center Network 
VN Virtual Network 
VM Virtual Machine 
SDN Software Defined Networking 
VNR Virtual Network Request 
SC Service Cluster 
SNS Social Networking Service 
NM Network Manager 
OPS Optical Packet Switch 
NSC Network Service Chain 

 

A. Architectual Overview  

 
Service Clusters (SCs) are more desirable than physical 

DCs because the resource allocation to VC can be rapidly 
adjusted as users; requirements change with time [27]. In 
DCs, two servers providing similar service have high data 
correlation in comparison with servers providing different 
service [28]. This property is also reflected in their VMs. In 
other words, in order to execute one VNR, two machines 
(servers/VMs) offering similar services are likely to interact 
with each other more.  Therefore, one motivation behind 
grouping VMs into SCs is to save the VNR allocation time. 
Logical representation of AL-SC is shown in Figure 1, where 
a DCN is virtualized into VCs of different service types, i.e., 
VC of Social Networking Services (SNSs), VC of Web 
services, VC of map-reduce, etc. This architecture can be 
implemented in several other ways. For example, in the 
environment where a single or multiple virtualized DCN are 
owned by multiple network operators. In that case, each 
operator can manage, control, and modify its own virtual 
resources in the shape of SCs. Classification of clusters 
according to the service or traffic type can be used in service 
orchestration in the future.  
 

B. Topology 

 
Ideally, VN topology should be constructed in a way that 

it achieves minimum energy consumption and larger 
bandwidth without delay. Minimum energy consumption can 
be achieved by minimizing the active number of ports and 
constructing energy efficient routes. Larger bandwidth can 
be achieved by adding virtual links in the VN and by 
managing traffic efficiently. Delay can be improved by using 
efficient routes and by processing data faster at switches. We 
argue that the proposed architecture has potential to provide 
all these features.  
 
 
 

 
 
 
 
 
 
 
 
 

 

 

  

Figure 1.  Overview of AL-SC. 
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Figure 2.  Construction of VN. 

 
Connectivity of AL-SC is presented in Figure 2, where 

all the servers in a server rack are connected to one Top-of- 
the-Rack (TOR) switch. Each server is hosting multiple 
VMs. In the core of the network, to construct virtual links, 
we use Optical Packet Switches (OPSs). TOR switches 
produce electronic packets and they need to be converted 
into optical packets before sending over the optical domain 
of the network. Optical packets will be converted back to the 
electronic packets before forwarding to the TOR switches. 
This electronic/optical/electronic conversion is costly and 
should be reduced to increase the network performance. To 
read further on this, readers are suggested to read [36]. 

 
In AL-SC, every VM is connected to multiple OPSs. 

OPS that joins a particular AL can have four possible types 
of connections, namely: 1. with TOR switches, 2. with VMs 
of local cluster, 3. with OPSs of local AL, and 4. with OPSs 
of VN that are not part of its local AL. In Figure 3, we also 
presented the block diagram of this connectivity and as well 
the logical construction of AL-SC. After defining the 

 
 

 
 

Figure 3.  AL-SC Topology. 

topology, we would like to discuss the communication 
pattern in this architecture. Categorically, this 
communication is divide into two as: 

 
Intra-cluster Communication: Communication is intra- 

cluster when the destination VMs service type is the same as 
sender VM, which means it exists in the same SC.  Most of 
the intra-cluster communication consists of small, but a large 
number of queries. AL- SC provides shorter routes to this 
traffic to reduce latency.  Local switches of the 
corresponding AL of the particular cluster can interact with 
each other to find the destination VM, as shown in Figure 4.  

 
Inter-cluster communication: Communication is inter-

cluster when the destination VM belongs to another SC. This 
communication is usually less common than an intra-cluster. 
On the other hand, it generates a huge amount of traffic, 
hence, require high bandwidth, e.g., VM migration. 
Providing higher bandwidth is one of the characteristics of 
optical domain. Therefore, we construct optical paths in the 
VN as shown in Figure 4. We also have allocated a set of 
switches in an AL to handle inter-cluster traffic. Handling 
most of the queries (intra-cluster) within a cluster will 
motivate to providing dedicated paths for inter-cluster traffic. 
 

C. Optical Packet Switches 

 
Proposed topology can be constructed using packet 

switches. However, in order to achieve higher bandwidth 
with small energy consumption, we use OPS [37]. We 
modified the structure of OPS proposed by Urata et al. [38] 
as shown in Figure 5, where OPS is constructed of multiple 
wavelengths. Optical packets from other OPSs are de-
multiplexed into optical signals of each wavelength. After 
label processing, these packets are relayed to the destination 
port. A shared buffer is constructed of CMOS. It stores the 
packets in case of collision or when packets received from  
 

 
 

Figure 4.  Communication in AL-SC. 
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Figure 5.  Structures of Optical Packet switch.   

TOR switches. Packets from TOR switches are aggregated, 
stored in the buffer, and relayed to OPSs after parallel-to-
serial conversion. Similarly, optical packets that need to be 
forwarded to TOR switches are converted to electronic 
packets. In simple words, this switch converts electronic 
packets to optical and vice versa. Detailed topology of AL-
SC is explained in the next section. 
 

D. Network Manager (NM) 

 
A central NM is one of the most important entities, which 

is responsible for the operation of AL-SC. It decides the 
number of SCs, size of SCs, SC formation logic, and how 
they are mapped to the underlying DCN. Moreover, it also 
manages the physical resources like servers, VMs, links, etc. 
NM is responsible for VC formation and deletion. It also 
assigns each SC with a unique SCID and IP address. 
However, controlling and managing the cluster after creation 
is the job of its AL. In the future, ALs can be controlled by 
different application with the help of SDN. For address 
isolation, every SC has its own IP address space.    

 

IV. ABSTRACTION LAYER  

 
In the previous section, we presented the overview of 

AL-SC and highlighted its design aspects. In this section, we 
would like to present the AL construction algorithm.  

   

A. Construction of an AL  

 
The basic idea behind the construction of an AL is 

logically assigning a subset of the OPSs to a particular group 
of VMs. Group of VMs and an AL together is called a 
cluster in this work. In an AL, we assume every OPS knows 
the topology of its cluster, such as locations of VMs and their 
connections.  

 

To construct an AL, VMs of every cluster selects the 
minimum subset of OPSs that connects them. This approach 
first selects the OPSs with highest connections and then 
OPSs with second highest connections and so on until all the 
VMs are connected. Finally, the subset of OPSs that covers 
all the VMs of a cluster will be declared as its AL. Switches 
of an AL will be differentiated from other OPSs of VN with 
the respective cluster ID. Information of these switches such 
as switch ID and IP addresses is forwarded to all the VMs. 
This procedure is repeated for every cluster until all the 
clusters have an AL.  

 
Selecting switches with maximum connections reduce 

the number of switches in an AL, which will help in filtering 
and aggregating the traffic. On the other hand, it will 
increase the overhead at certain switches and will result in 
congestion. For that, we need to make sure that an AL has 
significant number of switches to handle congestion and to 
meet the required bandwidth demand. To meet these 
challenges, more refined algorithms are planned to be 
proposed in the future.   The detailed mechanism of the 
current algorithm is as follows:  

 
Step 1: As mentioned earlier, we assume that VMs are 

already mapped to servers and are grouped into clusters 
according to their service types. After this grouping, they 
connect themselves to the switches of VN. These 
connections can be established randomly or based on a 
specific criterion. In this work, we use random approach 
shown in Figure 6. The selection probability of the OPSs of 
AL is based on the distance, in which, we have 

 

                            RiPi
d jj




                                    (1) 

 
Where  

      Pi = probability of selecting switches vs
i  

      dj = distance of switches from VM 
 

Step 2: Each VM sends a list of the OPSs they connect to 
the NM. Figure 7(a) shows this list.  

 
Step 3: NM selects the minimum set of OPSs that cover 

all VMs of a group. To explain this, let’s assume a graph G = 
(V, E) with links li ≥ 0, where the objective is to find a  
 

 

 
 

Figure 6.  Switch selection criteria. 

Let’s assume R consists of set of VMs 

that has path to switches  vs
i є Nv   

While there is an edge (u, v) where u є 

R and v ∉ R 

Add v to R
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Figure 7.  Selection of an AL. 

 
minimum subset of switches that covers all VMs. For this, 
we apply the following condition to VMs  
 
 

Si =     0     if VM vs
i is not covered 

1 if VM vs
i is covered 

 
 

      Objective function:  minimize  l S for all vs 

 

Figure 7(b) is the final minimum subset of the OPSs 
required to form an AL for a cluster. These switches such as 
S1, S2, and S3 in Figure 7(b), will be announced as an AL for 
a cluster. S represent an OPS. These OPSs will be assigned 
with SCID. In routing the traffic, OPSs in the intra-cluster 
phase can be addressed with (SID, and IP address) and in 
inter-cluster phase as (SID, SCID, and IP address).  

 
Step 4: After selecting an AL, the remaining candidate 

switches will be discarded and they continue being part of 
the core of the VN.  

 
      This procedure is repeated until every cluster has an AL.  
 

V. EVALUATION  

 
      NV plays a crucial role for DCNs. Since last few years, it 
is one of the most widely researched topics in cloud 
computing. Several architectures and solutions proposed that 
virtualize the physical resources. In all these works, 
underlying physical topology of the DCN plays an important 
role in the performance of virtual architectures as they 
provide the real grounds. Most of the existing virtual 
architectures are implementable on one or few topologies; 
however, AL-SC can be implementable on several 
topologies, such as B Cube, VL-2, FATTree, etc. It collects 
virtual resources from the underlying topology and group 
them according to the administrative logic as shown in the 
Figure 8. However, for evaluation of AL-SC, we choose 

TABLE II.  ENVIRONMENT 

Number of Servers 96 
Number of VMs  360 
Max VM a server can host 10 
Number of switches in AL 10 % of VM in the cluster 
Number of clusters 2, 4, 6, 8, and 10 
DCN topology FATREE 
Parameters  Average time and 

Communication Cost 

 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 8.  Implementability of AL-SC. 

FATTree [39] as underlying topology. In this work, we will 
evaluate the network update cost of AL-VC in terms of 
deletion or failure of VMs and in terms of addition of VMs. 
The cost is measured in the number of messages and time 
required. Therefore, we measured the communication cost in 
terms of messages and time when VMs are added or deleted 
in AL-SC architecture. Our evaluation environment is 
presented in Table Ⅱ. 

A. Network Update Cost in finding new VM 

 
In this evaluation, we measured the time and 

communication cost in order to find a new VM.  Several 
scenarios can be considered in this aspect. For example, 
migration of a VM from one server to another or from one 
cluster to another, failure or deletion of VM. In every 
scenario, our algorithms consist of following steps: 

 
VM Discovery Mechanism 
 

i. A VM is considered failed or migrated when it is 
not replying to the control messages of its AL.   

ii. AL informs all the VMs of its cluster about this 
failure or movement with the ID of VM. 

iii. AL will request the server whose VM is failed to 
host a new VM.  

iv. If the server does not have enough resources to host 
a new VM, it will send attributes of the failed VM 
to the AL. 

v. AL will request other servers that have the 
resources to host new VM. 

vi. Servers will send the attributes of candidate VMs to 
AL. 

V1 

 V2 

V3 

V4 

S2 

S3 

S4 

S5 

S1 

V1 

V2 

V3 

V4 

S2

S3 

S4 

S5

S1

(a) Candidate set 
V1= {S1, S2, S3}, V2= {S1, S2}, 
V3= {S3, S4}, and V4= {S5} 

(b) Final set 
AL = {S1, S3, S5} 

Physical  

FAT tree VL 2 B Cube Others 

Virtual Resources 

SC 1 SC 2 SC 3 SC n 

Virtual 

         DCN Infrastructure 

AL-SC 
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vii. AL will select the server that has VM with the 
attributes most closed to fail VM.  

viii. Finally, the failed VM will be replaced with a new 
VM.  

 
The attributes of the requested VM can be represented as:  

 


Non-functional (NF) attributes of the two VMs can be 

calculated by the following dissimilarity metrics. 
 



1
( , )

1

r rl
disr ij ij

dism i j rl
r ij





 


                           (3) 
 
Where 
 
l is the number of NF attributes 
disij 

rdenotes the dissimilarity of VM i and j related to 
  

δij
r expresses the coefficients of the NF attributes of    

machines i and j. 

In Figures 9, 10, and 11, we evaluated the performance of 
AL-SC in detecting and replacing failed or migrated 
VM/VMs. To measure the performance of our algorithm, we 
constructed various cluster sizes in the network, e.g., 2, 4, 6, 
8, and 10. Since we have no distributed control in the 
centralized approach, therefore, the detection of VMs will 
happen at the NM. For that, the central entity exchanges 
messages with all participating servers to discover a new 
server to host the new VM. However, in AL-SC this 
mechanism is executed within the cluster, i.e., on its AL. AL 
requires the fewer of messages and less time to find a new 
VM in comparison with centralized scheme.  

 
 
 

 
 

Figure 9.  Time required to replace the failed VM. 

In Figure 9, we measured the time required to replace a 
VM. In this evaluation, we consider three cases: the best, 
average, and the worst. In all three cases, we only measured 
the response time of machines in order to replace the VM. 
Whereas in Figure 10 represents the communication cost in 
terms of the number of messages required for this 
replacement. From these figures, we can see that an 
increased number of clusters decrease the average time and 
communication cost. This is because the number of 
participating entities in finding a new VM decrease. The 
increasing number of clusters helps in improving the 
performance of our algorithm. On the other hand, too many 
clusters may result in increased overhead, hence, a trade-off 
exists.  

 
In Figure 11, we measure the time to replace the multiple 

failed VMs. The detection mechanism will remain same as 
mentioned above. It is clearly seen that performance of AL-
SC significantly better than the centralized approach. 
Without SCs, NM has a lot of workload as a result of 
multiple failure detection and replacements. In case of AL-
SC, each AL can run this mechanism locally the VM 
discovery procedure to find the new VMs with less 
overhead.  
 

 
 

Figure 10.  Communication Cost require in replacing the failed VM. 

 
 

Figure 11.  Average time required to replace the failed VMs. 
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B. Addition of VM 

 
The architecture of AL-SC supports the addition of new 

VMs. In Figure 12, we evaluated the time required to add a 
new VM in the best, the average, and the ideal modes. The 
evaluation is conducted assuming no delay in the network. 
From the results, it is clear that if we have more refined 
clustering, i.e., more service types, it will help in saving the 
time required to add a VM. The algorithm will be as follows. 

 
I. A VM request NM with a join message.  

II. NM collects the NF attributes of the VM and 
matches it with the server attributes. 

III. Server with the closest NF attributes will be 
requested to host the VM. If the server resources are 
limited, then the second closest NF server will be 
requested. This will continue until the host server is 
found.  

IV. After joining a server, the VM will request to join 
the AL on the base of service type.   

V. AL accepts the new VM and update its cluster 
topology and send the joining message with the ID 
of new VM to all existing VMs.  

 

C. Network Update cost in terms of Server Failure  

 
When a server fails, all the VMs hosted by that server 

will be considered failed. Therefore, to keep the operation of 
the SCs, new hosts for these VMs need to be found. The 
procedure of discovery will be as follows 

 
I. If a VM does not respond to keep-alive messages, 

AL considers it failed and contact with its server.  
II. If the server also does not respond, AL assumes that 

the server has failed. 
III. As servers are physical resources of a DCN, an AL 

does not keep the attributes of the server.  
 
 

 
 

Figure 12.  Time required to add a VM. 

 

IV. Therefore, it informs the NM and asks for the 
attributes of the failed server and its VMs. VMs 
attributes are stored in both the NM and in the 
hosting servers. However, server attributes can be 
fetched only from the NM.  

V. After receiving NF attributes, AL runs a local VM 
discovery algorithm to find new hosts for the VMs 
as explained before.  

 
    In AL-SC, if the failed servers and VMs belong to only 

one cluster, it will not affect the operation of other clusters. 
To evaluate the update cost, we assume that the failing server 
was hosting three VMs that require new host now. The 
update cost of finding new host/hosts for these VMs is 
calculated in Figure 13 and 14, in which we can clearly see 
that the cost decreases as the number of cluster increases. In 
this evaluation, we assumed that all three VMs of the failing 
servers were belonged to one SC. Let us consider the case 
when VMs belongs to more than only one SC. In this 
situation, average time to find new host will remain same; 
however, the number of messages required, will increase as 
the VM attribute matching algorithm will run in the multiple 
SCs.  

 

 
 

Figure 13.  Average time to recover from a Server failure. 

 

 
 

Figure 14.  Communication cost require recovering from a server failure. 
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In case, the servers of a particular SC have no more 
resources to host new VMs, new servers will be requested 
from the NM. NM request the infrastructure provider to 
deploy new servers. They will be deployed in the 
infrastructure by joining the non-Functional attributes of the 
failing server. Attributes of the requested server can be 
represented as follows. 
   

 

VI. CONCLUSIONS AND FUTURE WORKS 

 
The existing infrastructure of the data centers has several 

limitations. Network virtualization helps in overcoming these 
limitations and enables the cloud applications for users. In 
this paper, a distributed virtual architecture is proposed that 
virtualizes data center into multiple service clusters 
according to the service types exist in the network. Each 
service cluster consists of a group of VMs and a group of 
virtual switches called abstraction layer. An abstraction layer 
is the subset of virtual network switches and offers several 
features to the virtualized architecture. In this work, we only 
evaluated the network update cost when the virtual or the 
server machine fails. From the results, we can see that this 
architecture requires less time and cost in detecting the 
failures and recovering from them.  
 

We plan to extend this work in the multiple directions. 
First, we will propose a more efficient mechanism for the 
construction of abstract layer. Second, we will improve other 
parameters, e.g., bandwidth with AL-SC. We also plan to 
adopt this architecture in the network service chaining.  
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